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A novel technique is presented to identify the codec of a coded audio. The technique does not perform
decoding, utilize any coding metadata, or assume information about the structure describing the bit
stream format of a codec. The underlying idea of the technique is that the design choices governing
the compression level, audio quality and complexity of a codec will reveal themselves on the coded
audio. To exploit this, the technique samples 2–4 kilobytes of data from a coded audio and analyzes the
randomness and chaotic nature of the sampled data to build statistical models that represent encoding
process associated with different codecs. In experiments, we utilize 16 of the most popular audio codecs
used for high quality audio compression and in PSTNs, cellular networks, and VoIP networks by setting
encoding parameters of each codec to its most commonly used values. Results show that the codec
of an encoded audio can be identified with an accuracy of more than 95 percent. Other experiments
considering several transcoding scenarios were also performed. Those results show that the scheme can
even discriminate the first encoder of a doubly-encoded audio with an accuracy range of around 80 to
90 percent or more as long as the second codec operates on higher bit rates than the first one.

© 2013 Elsevier Inc. All rights reserved.
1. Introduction

There are more than one hundred audio codecs used for the
encoding and decoding of digital audio. These codecs are used for
a variety of tasks like compressing high quality sound and mu-
sic for more efficient storage, streaming audio over the Internet,
and transmission of voice communications over public switched
telephone networks (PSTNs), cellular networks and voice-over-IP
(VoIP) networks. Despite their variety, codecs essentially differ in
the trade-off they make between numbers of competing design
objectives. These include a codec’s ability to balance compres-
sion with sound quality, provide robustness and error correction
against noise and network glitches, and adapt to varying transmis-
sion bandwidth.

The ability to quickly identify the codec used in coding of an
audio without relying on any encoding metadata could provide
new ways to tackle some existing challenges. For instance, as mul-
timedia becomes a larger part of network traffic, accurate and fast
characterization of audio traffic in its different forms (e.g., stream-
ing, file transfers, VoIP applications, etc.) becomes more and more
important [1]. Although it may seem that descriptive information
pertinent to encoded data (e.g., file or application metadata or con-
tent itself) is sufficient to identify the encoder used in generation
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of the audio, obtaining this information may not be viable as it
requires accessing the payload of packets at lower layers of the
network protocol stack. In a high-speed network with many ac-
tive network flows this level of inspection will require significant
computational resources.

Another challenge that can be addressed by codec identification
relates to identifying provenance of live phone calls to detect voice
spam and voice phishing attacks [2]. In today’s vastly diversified
and non-centralized telephony infrastructure, there are no mech-
anisms to determine or verify the origin of an incoming call as
the voice signal might have been routed over many networks. In
order to obtain some information on what networks the call has
traversed, not only the most recently used codec but also codecs
used during transcoding have to be determined. Similarly, evalua-
tion of quality of audio files and detecting fake-quality ones, i.e.,
low bit rate audio files transcoded at higher bit rates pretending
to be in high quality, is another application area that can benefit
from the ability to identify audio codec and corresponding coding
parameters involved in generation of an audio [3]. In both cases of
call origin identification and audio quality evaluation, audio con-
tent can be analyzed to detect traces of transcoding but this can
be a computationally intensive task for a real-time system.

There has been a limited amount of work in audio codec identi-
fication. The earliest work in this field attempted to detect the type
of coding present on a telephony channel [4]. This method involved
placing a least mean squares adaptive filter across the communi-
cation channel and obtaining statistics from the filter coefficients,
which are then used to train a neural network. Considering LPC,
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a-law and ADPCM type of coding, an average identification accu-
racy of 90% was achieved for different learning rates. Later work
focused on decoded audio to accomplish the same goal. In Ref. [5],
authors proposed utilizing the noise component of speech signals,
assuming each codec will have a different impact on it. To ex-
ploit this, spectral harmonic-plus-noise decomposition was used to
estimate the noise characteristics. Tests performed on six speech
codecs, that include ADPCM, AMR, GSM 6.60, GSM 6.20, G.723.1
and G.711, show that although some codecs can be identified with-
out an error, others yield error rates of around 20%. In a similar
manner, in [6], authors created a multi-dimensional profile for
each speech codec that includes features obtained from noise spec-
tra and time-domain amplitude histogram of coded speech sig-
nals. Tests performed considering seven different codecs, including
G.711, G.726, G.728, G.729, iLBC, AMR and Silk, show that except
for Silk and iLBC codecs, which yielded error rates of 21% and 15%,
respectively, speech codecs can be perfectly identified.

In this paper, we extend on our earlier work [7] where we in-
troduced a new technique that can reliably classify encoded audio
byte streams generated by a particular audio codec. In the litera-
ture, a few approaches have been proposed to statistically charac-
terize encoded data. In [8], considering audio steganalysis problem,
Böhme et al. proposed a procedure to determine the encoder used
to encode MP3 files (i.e., a certain implementation of the MP3 for-
mat) so that an appropriate steganalysis method can be applied.
For this purpose, a set of 10 features is designated to capture im-
plementation specific details of an MP3 encoder. These features are
then used in conjunction with a machine learning classifier to dis-
criminate between 20 encoders. Although high identification accu-
racy is reported (87% on a random sample of MP3’s), generalization
of this approach to other encoders is not trivial as the feature ex-
traction process relies on the knowledge of MP3 file structure.

Alternatively in [1], authors proposed a method to characterize
the content of a network flow based on its statistical properties.
Rather than determining the codec used in encoding of data, the
primary goal of that study is to classify network packet content
as belonging to one of a set of data types like text, image, audio,
video, encrypted data, etc. The underlying idea of the approach is
that byte streams associated with different types of encoded data
will exhibit different randomness and redundancy characteristics.
Using a set of 6–25 features extracted from a randomly sampled
32 KB of data from each flow in the test dataset, an average ac-
curacy of 90% is achieved in distinguishing seven types of data,
which included WMA and MP3 audio file formats as two different
types.

Although our approach shares similarities with these tech-
niques, it differs from both of them in two aspects. First, we don’t
assume the knowledge of coding structure and bit stream format
associated with any of the codecs. Second, distinguishing audio
encoded with different codecs will be more difficult than distin-
guishing different types of encoded data; therefore, more reliable
statistics are needed. The crux of our technique lies in the fact that
the net effect of the design choices inherent to the encoding pro-
cess reflects on the encoded byte stream. The method exploits this
by sampling a small window of data, i.e., a byte vector, from the
audio byte stream to characterize the codec in terms of the inher-
ent randomness vs. determinism, entropy, and chaotic properties of
the byte stream. Since the technique operates on the encoded au-
dio byte stream and decoding is not required, it is computationally
very efficient. In our tests, we utilize 16 of the most popular au-
dio codecs used for high quality audio compression and in PSTN’s,
cellular networks, and VoIP networks.

The remainder of this paper is organized as follows: In the
next section, we present an overview of the system and intro-
duce features that are used to build classification models capable
of distinguishing between byte streams generated by different au-
Fig. 1. System’s operation during the offline phase.

dio codecs. Main characteristics of selected audio codecs and the
differences between them are described in Section 3. Experimen-
tal results are given in Section 4, and we conclude with further
discussion in Section 5.

2. Methodology and features

The method described in this paper aims at identifying the
codec used in generation of an audio. In achieving this, it neither
utilizes any coding metadata, nor assumes any knowledge of struc-
ture of the coded data. Instead, it attempts to characterize coded
audio in terms of statistical properties that mainly relate to encod-
ing process. Since encoding involves striking a balance between
compression, quality and other practical concerns, it is natural for
audio encoded with a specific codec to exhibit certain character-
istics that do not depend on the audio content itself. To exploit
this, our technique measures the inherent randomness and chaotic
characteristics of encoded data and uses these measurements in
conjunction with a classification system to generate a statistical
model.

The system works in two phases, namely, the offline phase and
the online phase. In the offline phase, the system is initially built
from scratch through a process called training. Operation during
this phase can be broken down into four steps. In the first step,
all uncoded (raw) audio is encoded by the selected codecs. As a
result, many encoded versions of each original audio are obtained.
Then, during the second step, all encoded audios undergo sampling
which is performed by pulling out a continuous chunk of data from
encoded audios. The sampling position is determined randomly for
each of the encoded audio to prevent the possibility of any struc-
ture in the bit stream biasing the results. In the third step, the
sampled bit-sequence is organized as a byte vector, by interpreting
each eight-bit as an unsigned integer value between 0 and 255.
In the last step, features needed for statistical characterization are
extracted from the resulting byte vector, and a multi-class clas-
sification system is built. During the online phase, the system is
tested against given audio files, and its performance is measured
as average accuracy in discriminating between audio files encoded
by the same codec. Figs. 1 and 2 illustrate the operation during
online and offline phases, respectively.

Obviously, the most important aspect of the technique is the
selection of features that will be used for statistical characteriza-
tion. The features we used to build a model can be grouped into
two broad categories as follows.
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Fig. 2. System’s operation during the online phase.

2.1. Chaotic features

There is theoretical and experimental evidence for the exis-
tence of chaotic phenomena in speech signals unexploited by lin-
ear models [9]. Assuming that an audio signal is produced by
a chaotic system, different codecs will have different impacts on
the chaotic structure of an audio signal. The main concept of the
chaotic features is based on the neighborhood of the audio sig-
nal vectors in the phase space. The phase space vector of a signal
s(n) = [x(n), x(n + T ) . . . x(n + (D E − 1)T )] is reconstructed accord-
ing to Takens embedding theorem [10], where x(n) is the nth
sample of the signal, T is the time delay, and D E is the embed-
ding dimension of the phase space. Takens time delay embedding
theorem states that the phase space can reveal useful information
about the original unknown chaotic dynamics of the signal if ap-
propriate D E is selected. The false neighbors method is commonly
used for finding the appropriate embedding dimension [11]. The
method provides False Neighbors Fraction (FNF) for a given dimen-
sion, D , and finds the appropriate D E by increasing D until the
FNF reaches zero. The criterion of labeling a neighborhood as true
or false is formed by comparing two distances of nearest neighbor
points, s(n) and s(m), embedded in successively increasing dimen-
sions. If the distance
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in (D +1)-dimensional space, then they are considered to be a pair
of false neighbors [10]. After labeling all neighbors as true or false,
the FNF is defined as the ratio of false neighbors to all neighbors.

The Lyapunov exponent (LE) quantifies the predictability of a
chaotic signal [12]. The LE is a global measure for the divergence
of nearby trajectories in phase space. A positive exponent means
that the trajectories which are initially close to each other move
apart over time (divergence). The magnitude of a positive exponent
determines the rate of how rapidly they move apart. A system with
greater magnitude of LE is said to be more unpredictable. The LE
is calculated for each embedding dimension DE as:
λ = lim
N→+∞

1

N

N∑
n=1

ln
d(s(n + 1), s(m + 1))

d(s(n), s(m))

where s(n) is the reference point and s(m) is the nearest neigh-
bor of s(n) on a nearby trajectory. The Lyapunov exponent is the
average rate of divergence (or convergence) of two neighboring tra-
jectories. There are D E Lyapunov exponents, i.e., λ1, λ1, . . . , λD E in
descending order. λD E is known as the largest LE and a positive
largest LE is the indicator of chaos. After calculating LEs for all
the nearest neighbor pairs on different trajectories, the LE for the
whole signal is calculated as the average of these LEs.

Compression algorithms exploit the redundancy present in the
signals and their performance is directly related to the decorrela-
tion of their output. As there are no practical perfect compression
algorithms, unexploited correlations still remain at their output
stream. Essentially, chaotic type features obtained in the phase
space simply measure the leftover multi-dimensional correlations
in the output stream. Our main hypothesis here is that for each of
the compression algorithms these features are different in a sta-
tistical sense, and residue correlations in the encoded data are
unique enough to design successful classifiers. To capture these
differences, we have calculated the FNF and the LEs of the sig-
nals with TISEAN [13] software packages. The feature vector F D E

for FNF has three components: The fraction of false neighbors, the
average size of the neighborhood, and the root-mean-squared size
of the neighborhood:

F D E = [
FNF,mean

(
dD E

(
s(n), s(m)

))
,RMS

(
dD E

(
s(n), s(m)

))]
The complete chaotic feature vector, F , consists of 26 compo-

nents:

F = {F D E | D E = 3,4,5,6,7} ∪ {λi | i = 1,2, . . . ,11}
2.2. Randomness features

These features are primarily inspired by the randomness tests
devised by NIST to evaluate randomness properties of crypto-
graphic primitives [14]. We utilize a subset of these features to
characterize randomness properties of the sampled byte vectors.
Randomness features can be broadly categorized as time or fre-
quency domain depending on how they are computed.

In time domain, simple statistics, like mean, variance, auto-
correlation, entropy, and higher order statistics like bicoherence,
skewness and kurtosis are computed. Since each codec uses a dif-
ferent compression algorithm and supports variable bit rates and
various sample rates, it is expected that these differences will sig-
nificantly influence the encoded data. For instance, variance is re-
lated to variability or spread of values in the data, and presence of
specific patterns in data will affect the measured variance. In fact,
we observe that samples taken from compressed audio are more
likely to be uniformly distributed. This is in line with the fact that
compression removes any structure in the data. Auto-correlation is
another measure that can be used to reveal repeating patterns in
the encoded data. To utilize this, the first 21 coefficients of auto-
correlation function are included as features.

Entropy is a measure that quantifies the degree of randomness
or uncertainty in the data. Therefore, it can be used to differen-
tiate codecs on the basis of their ability to compress audio. Bi-
coherence is a higher order statistic that detects and quantifies
the non-linearity and non-Gaussianity present in the byte vector.
Hence, similar to entropy, it can be helpful in distinguishing be-
tween different levels of compression. To capture the impact of
different codecs, we compute average bicoherence as another fea-
ture. Kurtosis and skewness are two other higher order statistics
related to distribution of the data, and they denote two possible
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ways to quantify how the distribution of data deviates from the
normal distribution. Crucially, skewness is a measure of the lack of
symmetry in a distribution and kurtosis is the degree of peaked-
ness of a distribution. Both features are computed from probability
mass function of the sampled byte vector data.

Frequency domain features are rather simple and provide statis-
tics related to the distribution of energy in several spectral bands.
For this, frequency spectrum is divided into four equal sub-bands
and mean, variance and skewness of each sub-band are computed
as features. Overall, there are 39 features with 27 computed in
time domain and 12 in frequency domain.

3. Audio codecs

A codec can be evaluated in terms of three design goals.
These are the quality (accuracy) of decoded audio, compression
rate, and complexity of encoder/decoder [15]. In practice, however,
codec design is driven mostly by bandwidth efficiency considera-
tions. Therefore, the degree of compression provided by an audio
codec and its adaptability to varying conditions is an important
factor. This is expressed by compression bit rate or data rate of a
codec, which is determined by multiplying audio sampling rate by
the average number of bits needed to code each sample. Typically,
speech codecs operate at 8 KHz sampling rate, while music codecs
operate at sampling rates of 44.1 KHz or lower. Depending on the
choice of coding technique, each sample can be coded with as low
as a few bits or a few bytes.

Audio codecs are optimized for coding of either music or
speech. Typically, the main concern in music coding has been
high quality compression for efficient storage of files; whereas in
speech coding, it has been the real-time communication applica-
tions. Compared to speech, music has a very wide frequency range
and, therefore, music codecs are expected to provide a higher fi-
delity experience which, in effect, translates to higher sampling
and data rates. Aside from the content type, bandwidth require-
ments of transmission medium is another factor that dictates the
choice of a codec. Codecs used in GSM communication have the
least bit rate due to the low bandwidth provided by wireless data
communication. On the contrary, codecs used in PSTN networks
offer the highest bit rate, best audio quality and least complexity
as compared to other speech codecs. Codecs used in VoIP commu-
nication fall in between these two codec groups in terms of both
audio quality and data rates they offer.

From a theoretical standpoint, the most distinctive aspect of a
codec design relates to the technique used for coding of raw audio
samples. Over time a number of very successful techniques have
been developed and subjected to rigorous scientific study. These
techniques are based on a few approaches depending on whether
speech or music has to be coded. Most generally, speech coders are
divided into two categories known as waveform coders and model-
based coders. The main difference between the two is that the
coders in the latter category are based on a model of speech pro-
duction; therefore, they provide much better compression. Pulse
code modulation (PCM) is the most simple and established wave-
form coding technique. A variant of this scheme, adaptive differ-
ential PCM (ADPCM) [15], is widely used for high quality speech
coding. The most successful model-based coding technique is the
linear predictive coding (LPC) [16]. In practice, most speech codecs
use code-excited linear prediction (CELP) [17], which is based on
an LPC model of speech and provide a better speech quality.

As opposed to speech coders, the basic approach used in cod-
ing of non-speech audio is based on reducing the redundancy of
an audio signal via time to frequency mapping [15]. Due to their
ability to perfectly reconstruct the signal, a variety of block-based
transformation approaches have been proposed for audio coding.
Among these, modified discrete cosine transform (MDCT) is the
Table 1
A comparison of audio codecs.

Codec Codec Default MOS1 Enc. MIPS Delay
group bit rate ODG2 tech. (ms)

(Kbps)

PSTN a-law [20] 64 4.44 PCM 0.01 0.125
u-law 64 4.45 PCM 0.01 0.125
PCM 32 N/A ADPCM ∼ 0 ∼ 0

GSM AMR [21] 12.2 4.14 ACELP 20 25
AWB [22] 12.65 4.20 ACELP 40 25
GSM [23] 13 3.5 LTP 5 20
GSM 18 3.9 RPE- 6 20
(WAV) LTP

VoIP G.729 [24] 8 4.1 CS-ACELP 20 15
G.726 [25] 32 4.3 ADPCM 2 0.125
iLBC [26] 13.33 4.1 LPC 18 40
Speex [27] 22 3.84 CELP 40 30

High AAC [28] 128 −0.975 MDCT N/A N/A
quality MP3 [28] 128 −1.179 MDCT N/A N/A
compres- OGG 128 −0.485 MDCT N/A N/A
sion FLAC lossless N/A Linear N/A N/A

WMA 128 −0.661 MDCT N/A N/A

1 MOS values taken from http://www.vocal.com/speech_coders/psqm_data.html.
2 ODG values taken from [19].

most popular one as it delivers excellent coding efficiency. Because
of this MDCT is widely used in music coders like MP3, AAC, OGG,
WMA and AC-3.

Another aspect that differentiates audio codecs is the quality
of the coded audio as compared to that of the uncoded origi-
nal. Many objective and subjective audio quality measures have
been proposed to evaluate the impact of compression on quality of
both music and speech. Most widely used subjective speech quality
measurement metric is the mean opinion score (MOS) [18]. MOS of
a codec is a number between 1 and 5 where the above toll qual-
ity sound has a MOS score of at least 4. To replace the subjective
measures by objective ones, perceptual evaluation of audio quality
(PEAQ) [19] method is proposed. The output of PEAQ method is
known as objective difference grade (ODG) that takes values in the
range −4 to 0, where higher scores correspond to higher sound
quality.

Complexity of a codec, measured in MIPS (millions of instruc-
tions per second) numbers, and coding delay, which refers to total
algorithmic delay caused by the actual process of encoding and
decoding audio samples, are other factors of consideration in eval-
uating codecs. It must be noted that delay is an important issue in
real-time audio transmission; therefore, it is important that GSM,
VoIP and PSTN codecs achieve as little delay as possible.

All these factors that contribute to the design of a codec will,
directly or indirectly, reveal themselves on the encoded audio.
Among these, obviously, encoding technique will have the most
prominent effect as it determines the compression level, data rate,
and audio quality. Since complexity and delay are more related to
the encoding and decoding modules, their effect on the encoded
data will be limited at most to bit stream framing and formatting.
The fundamental premise of this paper is that these effects will be
consistent, will not significantly depend on the audio content it-
self, and can be modeled in terms of the statistical properties of
the coded audio. In our experiments, we used 16 widely utilized
codecs that are categorized into four distinct groups according to
their main usage area such as communication over PSTN, GSM,
VoIP networks and high quality compression. Distinguishing char-
acteristics of these codecs are summarized in Table 1. The second
column of the table shows the most commonly used data rate, the
third column provides information on the audio quality under ideal
conditions in terms of MOS (for speech codecs) and ODG (for high
quality compression codecs). The fourth column shows the under-
lying coding technique, and the fifth column gives a measure of
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Fig. 3. Average variance values of audios coded with different codecs.

complexity of codecs in terms of MIPS. The last column indicates
the codec delay where it applies.

4. Experiments

In the experiments, four data sets are used. The first set consists
of 1000 audio samples taken from 500 different songs, at audio
CD quality (1411 Kbps), of different genres. All the samples are
five seconds long and they are obtained by carving out two ran-
domly determined non-overlapping and non-contiguous segments.
The second data set consists of 2000 different speech samples
taken from the VoxForge speech corpus [29]. These speech sam-
ples are 1–13 seconds long and have 256 Kbps bit rate. In the rest
of the paper, we will refer to the first data set as Music-I data set
and second one as Speech-I data set. To verify the validity of the
results, we also generated two larger speech and music data sets,
each consisting of 4000 samples. The samples in the music data
set are obtained as before with the only difference being that each
sample is taken from a different song. The second speech data set
is also composed of samples from VoxForge corpus and it has no
overlap with Speech-I data set. These latter sets will be referred to
as Music-II and Speech-II data sets.

Samples in all data sets are encoded with 16 different codecs
using bit rates given in Table 1. After encoding, fixed length byte
vectors are randomly extracted from each encoded sample and 65-
dimensional feature vectors are computed. Figs. 3–8 demonstrate
the variation for six of the 65 features for all the codecs. These
six features are the common features selected by a feature se-
lection algorithm by running it on both music and speech data
sets. It must be noted however that because feature selection algo-
rithms try to maximize the overall accuracy, some of the selected
features that may not seem individually very discriminative may
perform very well when combined with other selected features.

In all the figures, white and black bars represent the aver-
age values computed, respectively, on Music-II and Speech-II data
sets. Figs. 3 and 4 represent average variance and entropy val-
ues obtained from encoded music and speech data with different
codecs. Both of these features can be attributed to lack or pres-
ence of some structure in the coded data and can be intuitively
related to the way how different codecs implement compression.
Similarly, although they are difficult to directly link to physical
phenomena, it can be seen in Figs. 5–8 that average values for
auto-correlation function coefficients, FNF ratios, and Lyapunov ex-
ponents show significant variation depending on the type of en-
coding. False Neighbors Fraction is a chaotic type feature and av-
erage values of two FNF features with respect to 16 codecs are
displayed in Figs. 6 and 7. More clearly these two vectors are the
Fig. 4. Average entropy values of audios coded with different codecs.

Fig. 5. Average values of 11th coefficient of auto-correlation function of audios
coded with different codecs.

Fig. 6. Average values of the average size of the neighborhood for 5th embedding
dimension of audios coded with different codecs.

average size of the neighborhood and the average of the squared
size of the neighborhood of fifth dimension, respectively. Average
values for the LE, which is another chaotic type feature, is shown
in Fig. 8. Values displayed in the figure are belong to logarithm of
the stretching factor of first iteration.
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Fig. 7. Average values of the average of the squared size of the neighborhood for 5th
embedding dimension of audios coded with different codecs.

Fig. 8. Average of the LE of audios coded with different codecs.

For classification, we use a standard machine learning tech-
nique, a support vector machine (svm) implemented in the Libsvm
package [30] with radial basis kernel. In all experiments, half of the
data set is used for training and remaining half is used for testing.
We should note that when working on the Music-I data set we
ensured that two samples taken from each song are either placed
in the training or test set but are not distributed among the two
sets. We conducted two groups of experiments. In the first group,
we aimed at identifying codec of a coded audio considering differ-
ent sampling window sizes. In the second group, we focused on
the transcoding scenario where encoding–decoding of an audio is
followed by another encoding, and our goal is to identify the first
codec, i.e., codec used prior to transcoding.

4.1. Single coding scenario

Several experiments are performed on the four data sets. In all
tests, uncoded audio samples are also included as a separate class
in the classification, yielding a 17-class classification problem. One
of the most important parameters of the scheme is the sampling
window size. To determine the optimum size with regard to ac-
curacy and computation time, we made several tests considering
window sizes of 1 KB, 2 KB, 4 KB and 8 KB. Table 2 presents aver-
age classification accuracies corresponding to these window sizes.
Table 2
Effect of sampling window size on accuracy.

Window
sizes

Accuracy (%)

Music-I Speech-I

1 KB 85.1 87.04
2 KB 90.91 97.34
4 KB 95.88 N/A
8 KB 98.13 N/A

Results obtained on Music-I data set show that accuracy increases
rather steadily from 1 KB to 8 KB. In terms of computation time,
however, feature extraction from 8 KB audio samples took signifi-
cantly longer than that from 4 KB samples. Speech-I data samples
were relatively shorter in duration; because of this encoding with
some of the codecs compressed samples to a size less than 4 KB.
Therefore, accuracies were obtained only for 1 KB and 2 KB sam-
pling window sizes, which yielded slightly better accuracies as
compared to those obtained on Music-I data set. In order to main-
tain a balance between accuracy and computation time, in the rest
of the tests window sizes were chosen as 4 KB and 2 KB for music
and speech data sets, respectively.

The proposed technique’s ability to differentiate among differ-
ent codecs is presented as confusion matrices given in Table 13
and Table 14, respectively, obtained on Speech-I and Music-I data
sets. As can be seen in the test results concerning speech data set,
almost all codecs can be discriminated successfully and the few
confused ones are those that are generated by codecs using the
same encoding technique at different bit rates. For instance, AMR,
AWB and G.729 all use ACELP as encoding technique, and sam-
ples from the three were confused only with each other. Similarly,
a-law, u-law, PCM, WAV (uncoded) and G.726 coded samples are
confused with each other, as all these codecs are based on PCM or
ADPCM. Results on music data set exhibit a similar pattern as well.
Repeating the same test on Music-II and Speech-II data sets using
a sampling window size of 4 KB yielded an accuracy of 97.91% and
97.88%, respectively.

We also performed feature selection to determine the most
effective features on classification accuracy in the two tests. For
feature selection we used the sequential floating forward search
method [31]. This algorithm first determines a feature that single-
handedly yields the best accuracy. Then it tries to find a second
feature that when combined with the first one results in the high-
est accuracy. This procedure continues iteratively until a given
number of features are selected. Floating search method offers the
flexibility to reconsider features previously discarded. It is found
separately on both music and speech data sets that selecting more
than 10 features, from the set of 65 features, improves the classifi-
cation accuracy only slightly. Results show that skewness, entropy,
mean, variance, the average size of the neighborhood for 3rd, 4th
and 5th embedding dimension, the average of the squared size of
the neighborhood for 5th embedding dimension, the fraction of
false nearest neighbors for 5th embedding dimension, and 2nd,
5th, 11th, 12th coefficients of auto-correlation function, and log-
arithm of the stretching factor for first iteration, which is an LE
feature, have higher discrimination capability. It must be noted
that these 14 distinct features are obtained by combining the 20
features obtained after two feature selection runs on the two data
sets, out of which six were common. When we repeated both tests
utilizing only the selected 10 features, we observed that accuracy
values of 96.15% and 95.80% can be achieved on music and speech
data sets, respectively. These results show that the complexity of
the method can be reduced considerably by decreasing the num-
ber of features with a very slight reduction in the performance.

To ensure that classification accuracy does not only rely on the
bit rate of a codec, we repeated the same experiment consider-
ing similar bit rate and worst bit rate coding scenarios. In the case
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Table 3
Within classes test results for all data sets.

Codec class Accuracy (%)

Music-I Speech-I Music-II Speech-II
(4 KB) (2 KB) (4 KB) (4 KB)

GSM 99.05 95.65 99.01 98.46
PSTN 98.8 97.8 99.65 98.87
VoIP 99.95 99.02 99.46 99.38
High quality 95.33 100 98.59 98.93

compression

of similar bit rate coding, rather than using default bit rate op-
tions, uncoded audio samples are coded at similar bit rate options.
For codecs that offer only one bit rate option those bit rates are
used. For this reason, to match the speed of PCM-based codecs,
which provides only 64 Kbps bit rate option, all audios are coded
at 64 Kbps with the high quality compression codecs. For GSM
and VoIP codecs, we chose 13 Kbps as encoding bit rate. Hence,
overall, PSTN and high quality compression codecs are used for
encoding at 64 Kbps and others at their closest bit rate option to
13 Kbps. In the worst bit rate coding scenario, however, we en-
code the uncoded samples with encoders’ worst bit rate options.
In both tests, Music-I data set is used with 2 KB as the sampling
window size. Corresponding classification results are obtained as
94.13% and 94.37%, respectively. These results show us that the
technique’s ability to differentiate codecs is not simply based on
the level of compression.

We also tested encoders within their codec classes. More
clearly, we constructed four different classifiers, first for discrimi-
nating GSM codecs alone, second for PSTN codecs, third for VoIP
codecs and the last one for high quality compression codecs. Using
Music-I data set with 4 KB sampling window size yielded an ac-
curacy of 99.05%, 98.8%, 99.95% and 95.33%, respectively, for the
GSM, PSTN, VoIP, and high quality compression codec classes. The
same test is repeated with the Speech-I data set using 2 KB byte
vectors. Classification results for this test are obtained as 95.65%,
97.8%, 99.02% and 100%, respectively, for the same codec classes.
These tests are also performed on Music-II and Speech-II data sets.
Corresponding results are given in Table 3. It can be seen from
these results that an increase in both the number of samples used
for training and the sampling window size improves the accuracy
of the technique and shows that audio content has no impact on
the performance.

Comparison of the results given in Tables 13 and 14 and the
results in Table 3 show that the scheme’s ability to discriminate
codecs varies slightly depending on the type of data set used
for testing. In general, it can be observed that codecs designed
to mainly encode speech are more accurately discriminated when
tested on a music data set. Likewise, speech data sets yield higher
accuracy in discrimination of codecs primarily used for coding mu-
sic. This is mainly so because codecs designed to encode a given
type of audio are better tailored to exploit the underlying charac-
teristics of that audio type. (It can be seen in Table 1 that codecs
in the same codec group use similar encoding algorithms and bit
rates.) As a result, codecs perform much better and behave more
uniformly when the type of audio content matches the codecs’ us-
age intent. On the contrary, when there is such a mismatch, codecs
perform worse than expected and the differences among codecs
become more apparent, which makes the task of classification eas-
ier. The only exception to this observation is the PSTN codecs, and
this may be attributed to simplicity of their encoding, i.e., sam-
pling followed by quantization, which does not take into account
the specifics of either speech or music. However, even there, it can
be seen that as coding bit rate decreases to 32 kbps from 64 kbps,
PCM codec can be better differentiated on music data set as it will
introduce more coding artifacts on music than speech.
Table 4
Confusion matrix for GSM to PSTN transcoding scenario using a-law codec on the
music data set.

Classified

double single
coded coded

AMR AWB GSM GSM a-law
(WAV)

Actual double AMR 99 1 0 0 0
coded AWB 4.8 94 0 1.2 0

GSM 0 0.2 98.6 0 1.2
GSM(WAV) 0.6 26.2 0 72.6 0.6

single a-law 0.8 0.6 0.6 0.8 97.2
coded

Table 5
GSM to PSTN transcoding test results.

Transcodec Accuracy (%)

Music-I Speech-I

a-law 92.28 89.78
PCM 84.48 90.20
u-law 85.20 90.66

4.2. Transcoding scenario

When two parties engage in voice communication, most of the
time, the audio must traverse different communication networks.
For instance, when a VoIP user calls a GSM phone, audio data is
first encoded with appropriate VoIP codec and then re-encoded
with a GSM codec. In this and similar situations, where the audio
must be encoded more than once, the ability to identify the first
encoder may reveal information on the network that originated the
call or on the relay networks. This capability can be further simpli-
fied to distinguishing between singly-encoded and doubly-encoded
audio. To test the applicability of our technique to such problems,
we considered three different transcoding scenarios. In the exper-
iments, since only Music-I and Speech-I data sets are used with
4 KB as the length of the byte vector, after this point we will refer
to them as music and speech data sets, respectively.

First, we consider the scenario concerning a call made from a
GSM network to PSTN network. In this case, audio is first encoded
with one of the four possible GSM codecs and later re-encoded
with one of the three PSTN codecs. Since there are three PSTN
codecs, three different tests are performed: one for a-law codec,
one for PCM codec and the last one for u-law codec. In all the
three tests, we first encode a raw audio sample with four GSM
codecs, decode it, and later encode it with one of the three PSTN
codecs separately. We also include the singly-encoded audio in
these tests to ensure that the technique can also distinguish be-
tween singly-coded and transcoded audio. This essentially results
in a 5-class classification test. The test concerning GSM to PSTN
transcoding with the a-law codec yielded an accuracy of 92.28%
on music and 89.78% on speech data sets. Corresponding confusion
matrix is presented in Table 4 as an example. When the transcodec
is changed to PCM codec the accuracy is obtained to be 84.48%
and 90.2%, respectively, for the music and speech data sets. Simi-
larly, for the u-law codec the accuracies are 85.2% and 90.66% for
the two data sets. These results also can be seen in Table 5.

Second, we consider the GSM to VoIP transcoding scenario.
Here, audio is initially encoded with one of the four GSM codecs
and then re-encoded with one of the four VoIP codecs. Since there
are four VoIP codecs, four tests are performed, namely, GSM to
VoIP transcoding with G.729, G.726, iLBC and Speex codecs. As
before, in all cases, singly-encoded audio is included as a separate
class, thereby yielding five-class classification in all cases. Classi-
fication accuracies on the music data set are found to be 62%,
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Table 6
GSM to VoIP transcoding test results.

Transcodec Accuracy (%)

Music-I Speech-I

G.729 62.00 45.46
G.726 87.44 81.30
iLBC 95.00 87.54
Speex 91.20 79.22

Table 7
Confusion matrix for GSM to VoIP transcoding scenario using G.729 codec on the
speech data set.

Classified

double single
coded coded

AMR AWB GSM GSM G.729
(WAV)

Actual double AMR 33.4 11.5 6.1 36.2 12.8
coded AWB 0.2 89.5 0.6 2.5 7.2

GSM 4.7 10.8 20.3 27.4 36.8
GSM(WAV) 9 12.4 13.4 35.2 30

single G.729 8.2 7.2 9.9 26.8 47.9
coded

Table 8
VoIP to PSTN transcoded scenario: Confusion matrix of VoIP to u-law test using
music data set.

Classified

double single
coded coded

G.729 G.726 Speex u-law

Actual double G.729 99.2 0 0 0.8
coded G.726 0 98.4 1.6 0

Speex 0 10 90 0

single u-law 0.4 0 0 99.6
coded

87.44%, 95%, and 91.2% respectively, for the four VoIP codecs as
listed above. On the speech data set, corresponding accuracies are
measured as 45.46%, 81.30%, 87.54%, and 79.22%. These results are
given in Table 6. Results show that when G.729 is used as the
transcodec, it yields very low accuracy. Confusion matrix for the
test corresponding to GSM to VoIP transcoding with G.729 codec
is given in Table 7. Examining this result closely shows that this
may be attributed to the fact that G.729 codec has a lower bit rate
than all of the GSM codecs, see Table 1. Essentially, in a transcod-
ing scenario, when the second codec has a lower bit rate than the
first one, second encoding will remove all traces of the first en-
coding. Therefore, in such situations, the technique is not able to
identify the first encoder.

Our last experiment covers transcoding from VoIP to PSTN.
Three tests are performed considering transcoding with a-law, PCM
and u-law codecs. Table 8 gives the confusion matrix for VoIP
to PSTN transcoding with u-law codec. These results are in line
with the previous experiments. The overall classification results
obtained on the music data set are 97.15%, 99.2% and 96.8%, re-
spectively, for the transcodecs listed above. Speech data set test
accuracies are 88.52%, 88.67% and 98.52%. These results can also
be seen in Table 9.

From the results of Table 6 it can also be seen that when
speech codecs are used for initial coding and transcoding, the ini-
tial codec can be identified more accurately on a music data set
than a speech data set. This is in line with our observation that
codecs optimized for speech coding will leave more traceable arti-
facts when used in coding of music, thereby making them easier
Table 9
VoIP to PSTN transcoding test results.

Transcodec Accuracy (%)

Music-I Speech-I

a-law 97.15 88.52
PCM 99.20 88.67
u-law 96.80 98.52

to differentiate. Similar to our earlier observation, Tables 5 and 9
show that when PSTN codecs are used for transcoding, even if the
initial codec is a speech codec, music data set will not necessar-
ily yield better results. This is due to indifference of the design of
PSTN codecs in coding of different types of audio.

Overall, we observe that the proposed technique performs quite
reliably in identifying the first encoder of a doubly-encoded audio
as long as the second codec operates on higher bit rates than the
first one. Due to this limitation other transcoding scenarios, like
PSTN to GSM or PSTN to VoIP are not considered in the experi-
ments.

4.3. Comparison

In the literature there are two other works that took a simi-
lar approach in trying to identify the algorithm used in encoding
of a data through analysis of statistical properties of the coded
data. Both of these works are concerned with different applica-
tion areas. Ref. [1] is about fast classification of network flows
to identify the type of data (e.g., audio, video, text, image, etc.),
and Ref. [8] focuses on MP3 coding to differentiate between differ-
ent implementations of MP3 coding format. As compared to our
approach, [1] tries to differentiate between different data types
where there is a larger freedom for discrimination, whereas [8]
looks at implementation level specifics of an MP3 codec which as-
sumes and utilizes detailed information of the coding format itself.
Our approach stands in between [1] and [8] where we constrained
ourselves to only an audio data type while remaining oblivious to
any details of the coding format and process.

When considered in the context of audio codec identification,
the approach given in [8] and the proposed features cannot be
applied to our application domain. This is primarily so because in-
troduced features are very specific to MP3 coding and cannot be
extended to identification of other formats unless a similar set of
features are determined for each coding format. This is exactly the
opposite direction we are willing to take in this work. It should
also be noted that the basis of our approach hinges on the assump-
tion that there are variations in compression, quality, and degree of
redundancy in the way different codecs perform encoding. Among
different implementations of a coding format, there will only be
minute differences with respect to the above design choices, and
this will largely render our approach ineffective.

Our randomness features, however, are inspired by [1], and we
have performed several experiments to determine the contribution
of chaotic features in discriminating audio codecs. We performed
tests considering both single coding and transcoding scenarios.
In the single coding scenario, we repeated all the tests by utilizing
only [1]’s features, i.e. randomness features. Table 10 shows the re-
sults of these tests and average accuracies as compared to those of
ours. The experiments are performed on the same data sets using
the same window sizes and the same coding parameters. Obtained
average accuracies show that both schemes perform with accura-
cies over 90% and that our scheme can consistently improve the
results of [1] by about 2–4%.

Our scheme’s superiority becomes more evident in the tests
concerning transcoding scenarios. Considering the GSM to PSTN,
GSM to VoIP, and VoIP to GSM coding scenarios described in Sec-
tion 4.2, we performed one test from each category by fixing the



1728 S. Hicsonmez et al. / Digital Signal Processing 23 (2013) 1720–1730
Table 10
Comparison of [1] and our scheme in terms of average accuracies for 17-class clas-
sification on Music-I and Speeh-I data sets.

Methods Accuracy (%)

Music-I Speech-I Music-II Speech-II
(4 KB) (2 KB) (4 KB) (4 KB)

[1] 91.87 96.72 96.49 96.46
Our scheme 95.88 97.34 97.91 97.88

Table 11
Comparison of [1] and our scheme in terms of transcoding test results obtained on
Music-I data set.

Methods Accuracy (%)

GSM to PSTN GSM to VoIP VoIP to PSTN
(GSM to (GSM to (VoIP to
a-law test) Speex test) PCM test)

[1] 61.8 73.84 79.85
Our scheme 92.28 91.20 99.20

Table 12
Comparison of [1] and our scheme in terms of transcoding test results obtained on
Speech-I data set.

Methods Accuracy (%)

GSM to PSTN GSM to VoIP VoIP to PSTN
(GSM to (GSM to (VoIP to
a-law test) G.726 test) u-law test)

[1] 87.98 79.42 88.22
Our scheme 89.78 81.30 98.52

initial codec and the transcodec. Tables 11 and 12 show the accu-
racies for the tests performed on Music-I and Speech-I data sets,
respectively.

Results demonstrate that our scheme may yield improvements
up to almost 30% over [1] on Music-I data set and improvements
in the range of 2–10% on Speech-I data set. These accuracy results
lead to two important conclusions. The first is that chaotic features
are less likely to be curtailed by (a higher bit rate) transcoding op-
eration in identifying the initial codec as compared to randomness
features. The second is that chaotic features are less dependent on
the type of audio content. The larger performance gap on music
data set shows that randomness properties of music signals are
less resistant to transcoding.

5. Discussion and conclusion

A fast and simple method is introduced to identify codec used
for encoding of an audio. The method uses a multi-class classifica-
tion system based on features that characterize randomness and
chaotic behavior of encoded data. Two sets of experiments are
performed. In the first one, identification among 16 audio codecs
is considered. Results show that most codecs can be identified
with accuracies higher than 95% and the confusions are due to
codecs that have the same or similar encoding technique. In the
second set of experiments, encoded audio samples are transcoded
with another codec and the technique’s ability to identify the first
codec is tested. Results in this case show that singly-coded and
transcoded audio codecs can be discriminated from each other
with an accuracy close to 100%, and when considering double en-
coding of audio, the codec used prior to transcoding can be iden-
tified approximately with 80% accuracy. The only limitation here is
that if transcoding is made with a codec that performs severe com-
pression, the technique cannot very reliably distinguish the codec
used for the initial encoding. Overall, results show the proposed
technique can be successfully used to identify encoder of a singly-
or doubly-encoded audio among a number of codecs that utilize
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different encoding techniques even if they encode at the same bit
rate or among codecs that use similar or same encoding technique
but at reasonably different coding bit rates.
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